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Where do I come from

2

Our exploration of Machine Type Communication:

• 2000s: Energy Efficient Transmission Scheduling
-Exogeneous “bursty” arrivals of data

• 2010s: Energy-harvesting, “Zero-Energy”
   -Exogeneous “bursty” arrivals of energy
• 2015-2020: Age of Information FRESHDATA
 - “Generate-at-will”
• 2021-today: Goal-Oriented Communication
 - “Selection-from-buffer”
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General Outline

• Why Goal-oriented Communication?

• What are some goal-oriented KPIs that can guide the 
design of protocols today

• Re-design of networks through these metrics
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Fig. 5 – The integration of many different sensor hardware with the heterogeneous communications networks under 6G systems.

Sensing and Communications (ISAC) has been studied
in different domains in the past. Cognitive Radio (CR)
applications triggered the ISAC research on the last two
decades. Spectrum sensing and awareness is one of
the ϐirst application areas in the ISAC research [115].
Location awareness is exploited to improve the wire-
less communications system design in [116]. Satellite
and drone images can be used to predict channel pa-
rameters [117]. Context-awareness is used to optimize
network architectures inwireless communications [118].
ISAC systems are studied for radar sensing [91, 119] and
Wi-Fi network coexistence [120] in the literature. How-
ever, the complete list of sensing information that can be
useful for the next generation cellular communications
systems from the ISAC perspective has not yet been
comprehensively studied [114].

A Radio Environment Map (REM) is a realization of
the ISAC concept [121]. It is mainly used to obtain
environmental information in the literature, however,
for the next generation systems the REM concept will be
generalized from environmental-awareness to complete-
awareness. REM may include all sensing information in
a multi-dimensional manner for wireless communica-
tions networks. To exemplify, REM can be a specialized
database for the ISAC. Therefore, the ϐlexibility level of
the ISAC systems can be determined by the dimensions in
REMs. Each dimension in a REM increase the awareness,
allowing better resource utilization. Moreover, control
of the conϐigurable options and parameters in different
communications layers of 6G can be enhanced by more

granular REM information.

The complete information and awareness of the environ-
ment comes at the cost of a high volume of data, variety
of sources and signiϐicant processing [80,82]. This neces-
sitates the use of big-data processing techniques [122]. A
signiϐicant challenge, however, in this regard is the over-
head of data exchange between the sensing and process-
ing nodes. A centralized solution might not be suitable
in such scenarios, rendering the use of edge-computing
imperative, particularly for low-latency use cases. More-
over, the usage of Artiϐicial Intelligence (AI) solutions can
be helpful while processing big-data at the edge nodes.

3.5 Intelligent Communications
The usage of AI in the communications society has
increased in recent years. Several survey and tutorial
papers are published on the usage of Machine Learning
(ML) for wireless communications [34, 123–129]. AI-
aided design and optimization has even been leveraged
for the ϐlexible implementation options provided in
5G [25]. In many of the studies, AI is put at the cen-
ter of 6G visions [6, 8, 24, 28, 32, 44, 67, 75, 76, 83] to
complement the classical methods. Indeed, the use of
AI is inevitable to incorporate intelligence in the future
networks [130–132]. AI-aided methods can propose fast
and efϐicient solutions in case enough data is available.

AI and ML also ϐind a range of applications in ISAC and
REM paradigms to extract information regarding the en-
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• Networked applications, machine-type 
data.

• Real-time systems; automated decisions 
in a sense-compute-actuate cycle.

• Massive access e.g. IoT
• Learning for 

communications/communications for 
learning

Classical  Communication Systems      vs      Machine Type Communications

• Humans choose the data

• The network ensures its correct, to some 
extent timely delivery
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Fig. 1—Schematic diagram of a general communication system.

a decimal digit is about 3 13 bits. A digit wheel on a desk computing machine has ten stable positions and
therefore has a storage capacity of one decimal digit. In analytical work where integration and differentiation
are involved the base e is sometimes useful. The resulting units of information will be called natural units.
Change from the base a to base b merely requires multiplication by logb a.

By a communication system we will mean a system of the type indicated schematically in Fig. 1. It
consists of essentially five parts:

1. An information sourcewhich produces a message or sequence of messages to be communicated to the
receiving terminal. The message may be of various types: (a) A sequence of letters as in a telegraph
of teletype system; (b) A single function of time f t as in radio or telephony; (c) A function of
time and other variables as in black and white television — here the message may be thought of as a
function f x y t of two space coordinates and time, the light intensity at point x y and time t on a
pickup tube plate; (d) Two or more functions of time, say f t , g t , h t — this is the case in “three-
dimensional” sound transmission or if the system is intended to service several individual channels in
multiplex; (e) Several functions of several variables— in color television the message consists of three
functions f x y t , g x y t , h x y t defined in a three-dimensional continuum— we may also think
of these three functions as components of a vector field defined in the region — similarly, several
black and white television sources would produce “messages” consisting of a number of functions
of three variables; (f) Various combinations also occur, for example in television with an associated
audio channel.

2. A transmitter which operates on the message in some way to produce a signal suitable for trans-
mission over the channel. In telephony this operation consists merely of changing sound pressure
into a proportional electrical current. In telegraphy we have an encoding operation which produces
a sequence of dots, dashes and spaces on the channel corresponding to the message. In a multiplex
PCM system the different speech functions must be sampled, compressed, quantized and encoded,
and finally interleaved properly to construct the signal. Vocoder systems, television and frequency
modulation are other examples of complex operations applied to the message to obtain the signal.

3. The channel is merely the medium used to transmit the signal from transmitter to receiver. It may be
a pair of wires, a coaxial cable, a band of radio frequencies, a beam of light, etc.

4. The receiver ordinarily performs the inverse operation of that done by the transmitter, reconstructing
the message from the signal.

5. The destination is the person (or thing) for whom the message is intended.

We wish to consider certain general problems involving communication systems. To do this it is first
necessary to represent the various elements involved as mathematical entities, suitably idealized from their

2
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Transmission Problem vs Effective Communication

1 Introductory Note on the General Setting of the Analytical Communica-

tion Studies

1.1 Communication

THE WORD communication will be used here in a

very broad sense to include all of the procedures by

which one mind may affect another. This, of course, in-

volves not only written and oral speech, but also music,

the pictorial arts, the theatre, the ballet, and in fact all hu-

man behavior. In some connections it may be desirable to

use a still broader definition of communication, namely,

one which would include the procedures by means of

which one mechanism (say automatic equipment to track

an airplane and to compute its probable future positions)

affects another mechanism (say a guided missile chasing

this airplane).

The language of this memorandum will often appear

to refer to the special, but still very broad and important,

field of the communication of speech; but practically ev-

erything said applies equally well to music of any sort,

and to still or moving pictures, as in television.

1.2 Three Levels of

Communications Problems

Relative to the broad subject of communication, there

seem to be problems at three levels. Thus it seems rea-

sonable to ask, serially:

LEVEL A. How accurately can the symbols of communica-
tion be transmitted? (The technical problem.)

LEVEL B. How precisely do the transmitted symbols convey
the desired meaning? (The semantic problem.)

LEVEL C. How effectively does the received meaning affect
conduct in the desired way? (The effectiveness prob-
lem.)

The technical problems are concerned with the ac-

curacy of transference from sender to receiver of sets of

symbols (written speech), or of a continuously varying

signal (telephonic or radio transmission of voice or mu-

sic), or of a continuously varying two-dimensional pat-

tern (television), etc. Mathematically, the first involves

transmission of a finite set of discrete symbols, the sec-

ond the transmission of one continuous function of time,

and the third the transmission of many continuous func-

tions of time or of one continuous function of time and

of two space coordinates.

The semantic problems are concerned with the iden-

tity, or satisfactorily close approximation, in the interpre-

tation of meaning by the receiver, as compared with the

intended meaning of the sender. This is a very deep and

involved situation, even when one deals only with the

relatively simpler problems of communicating through

speech.

One essential complication is illustrated by the re-

mark that if Mr. X is suspected not to understand what

Mr. Y says, then it is theoretically not possible, by hav-

ing Mr. Y do nothing but talk further with Mr. X, com-

pletely to clarify this situation in any finite time. If Mr. Y

says “Do you now understandme?” andMr. X says “Cer-

tainly, I do,” this is not necessarily a certification that un-

derstanding has been achieved. It may just be that Mr. X

did not understand the question. If this sounds silly, try

it again as “Czy pafi mnie rozumie?” with the answer

“Hai wakkate imasu.” I think that this basic difficulty1 is,

at least in the restricted field of speech communication,

reduced to a tolerable size (but never completely elimi-

nated) by “explanations” which (a) are presumably never

more than approximations to the ideas being explained,

but which (b) are understandable since they are phrased

in language which has previously been made reasonably

clear by operational means. For example, it does not take

long to make the symbol for “yes” in any language oper-

ationally understandable.

The semantic problem has wide ramifications if one

thinks of communication in general. Consider, for exam-

ple, the meaning to a Russian of a U.S. newsreel picture.

The effectiveness problems are concerned with the

success with which the meaning conveyed to the receiver

leads to the desired conduct on his part. It may seem

at first glance undesirably narrow to imply that the pur-

pose of all communication is to influence the conduct of

the receiver. But with any reasonably broad definition

of conduct, it is clear that communication either affects

conduct or is without any discernible and probable effect

at all.

The problem of effectiveness involves æsthetic con-

siderations in the case of the fine arts. In the case of

speech, written or oral, it involves considerations which

range all the way from the mere mechanics of style,

through all the psychological and emotional aspects of

1“When Pfungst (1911) demonstrated that the horses of Elberfeld, who were showing marvelous linguistic and mathematical ability, were merely

reacting to movements of the trainer’s head, Mr. Krall (1911), their owner, met the criticism in the most direct manner. He asked the horses whether

they could see such small movements and in answer they spelled out an emphatic ‘No.’ Unfortunately we cannot all be so sure that our questions

are understood or obtain such clear answers.” See Lashley, K. S., “Persistent Problems in the Evolution of Mind” in Quarterly Review of Biology,

v. 24, March, 1949, p. 28.

WARREN WEAVER 2 The Mathematical Theory of Communication

Recent Contributions to

The Mathematical Theory of Communication

Warren Weaver

September, 1949

Claude Shannon Warren Weaver

Abstract

This paper is written in three main sections. In the first and third, W. W. is responsible both for the ideas and the

form. The middle section, namely “2) Communication Problems at Level A” is an interpretation of mathematical

papers by Dr. Claude E. Shannon of the Bell Telephone Laboratories. Dr. Shannon’s work roots back, as von Neu-

mann has pointed out, to Boltzmann’s observation, in some of his work on statistical physics (1894), that entropy

is related to “missing information,” inasmuch as it is related to the number of alternatives which remain possible to

a physical system after all the macroscopically observable information concerning it has been recorded. L. Szilard

(Zsch. f. Phys. Vol. 53, 1925) extended this idea to a general discussion of information in physics, and von Neumann

(Math. Foundation of Quantum Mechanics, Berlin, 1932, Chap. V) treated information in quantum mechanics and

particle physics. Dr. Shannon’s work connects more directly with certain ideas developed some twenty years ago

by H. Nyquist and R. V. L. Hartley, both of the Bell Laboratories; and Dr. Shannon has himself emphasized that

communication theory owes a great debt to Professor Norbert Wiener for much of its basic philosophy. Professor

Wiener, on the other hand, points out that Shannon’s early work on switching and mathematical logic antedated his

own interest in this field; and generously adds that Shannon certainly deserves credit for independent development

of such fundamental aspects of the theory as the introduction of entropic ideas. Shannon has naturally been spe-

cially concerned to push the applications to engineering communication, while Wiener has been more concerned with

biological application (central nervous system phenomena, etc.).

WARREN WEAVER 1 The Mathematical Theory of Communication
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works on the subjects of signs and their transmission. 
Moreover, there is a distinct similarity between the two 
theoretical works that has to be underlined. 
 

3.1 Theory of Signs, semiotics, and Information theory 

The study of sign processes, or signification and 

communication is called “semiotics” since the 1930s. Great 

work to formalize this field was done by members of the 

Vienna Circle but also by the philosophers and linguists 

Charles Sanders Peirce (1839–1914), Ferdinand de Saussure 

(1857–1913) and Louis Hjelmslev (1899–1965), but here we 

will limit our considerations to the fundamental work of 

semiotics by Morris.  

Figure 8: Ch. W. Morris; an illustration of the four 
components of the semiosis process. 

Morris was in touch with some members of the Vienna 

Circle and he was a member of the Unity of Science 

movement. When he intended in his 1938 published 

Foundations of the Theory of Signs [21] a science of signs 

“on a biological basis and specifically with the framework of 

the science of behavior”, he defined semiotics as a universal 

theory of signs and an interdisciplinary undertaking. In his 

view, the mission of semiotics as a science of signs is 

analyzing language as a social system of signs. Language is a 

system of signs which produces dispositions to social 

behavior, and in order to understand the uses and effects of 

signs we have to understand that and how signs influence 

social behavior. The process by which a sign-vehicle may 

function as a sign is called semiosis.5 In Morris’ foundation 

there are four components of the semiosis (Fig. 8): 

1) the sign vehicle − this is the object or event which 

functions as a sign, 

2) the designatum − this is the kind of object or class 

of objects which the sign designates, 

3) the interpretant − this is the disposition of an 

interpreter to initiate a response-sequence as a result 

of perceiving the sign, and 

4) the interpreter − this is the person for whom the 

sign-vehicle functions as a sign. 

 

He also divided semiotics into three interrelated disciplines:  

1) syntactics − the study of the methods by which signs 

may be combined to form compound signs,  

 
5 The term semiosis was introduced by Ch. S. Peirce to describe “a 
process that interprets signs as referring to their objects” [22]. 

2) semantics − the study of the signification of signs,  

3) pragmatics − the study of the origins, uses, and 

effects of signs. 

 

3.2 Weaver’s three levels in Information theory  

It seems that Warren Weaver was familiar with Morris’ 10 

years old classification of the semiosis when he wrote his 

paper on Shannon’s Mathematical theory of communication 

[2]. Already in the third paragraph of his paper he wrote “In 

communication there seem to be problems at three levels: 1) 

technical, 2) semantic, and 3) influential. The technical 

problems are concerned with the accuracy of transference of 

information from sender to receiver. They are inherent in all 

forms of communication, whether by sets of discrete symbols 

(written speech), or by a varying two-dimensional pattern 

(television). The semantic problems are concerned with the 

interpretation of meaning by the receiver, as compared with 

the intended meaning of the sender. This is a very deep and 

involved situation, even when one deals only with the 

relatively simple problems of communicating through 

speech. […] The problems of influence or effectiveness are 

concerned with the success with which the meaning 

conveyed to the receiver leads to the desired conduct on his 

part. It may seem at the first glance undesirable narrow to 

imply that the purpose of all communication is to influence 

the conduct of the receiver. But with any reasonably broad 

definition of conduct, it is clear that communication either 

affects conduct or is without any discernible and provable 

effect at all.” ([2], p. 11)  

In the revised version of the paper that was published in [8], 

Weaver explained the trichotomy of the communication 

problem in extenso and he divided it into three levels: 

– Level A contains the purely technical problem involving 

the exactness with which the symbols can be transmitted, 

– Level B contains the semantic problem that inquires as 

to the precision with which the transmitted signal 

transports the desired meaning, 

– Level C contains the pragmatic problem pertaining to 

the effect of the symbol on the destination side: What 

influence does it exert? 

He underscored very clearly the fact that Shannon’s theory 

did not even touch upon any of the problems contained in 

levels B and C, that the concept of information therefore 

must not be identified with the “meaning” of the symbols: 

“In fact, two messages, one of which is heavily loaded with 

meaning and the other of which is pure nonsense, can be 

exactly equivalent, from the present viewpoint, as regards 

information.” [8] However, there is plenty of room for 

fuzziness in the levels B and C. The interpretation of 

meaning of signs, e. g. linguistic signs, names, words, is 

obviously a fuzzy process, and influence or effectiveness the 

exerted to the receiver’s side is a fuzzy process, too. We will 

have this fuzziness at the back of our mind following 

Weaver’s continuing considerations.  
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Weaver’s continuing considerations.  

ISBN: 978-989-95079-6-8

IFSA-EUSFLAT 2009

1336

Charles W. Morris

R Seising. 60 years ’A Mathematical Theory of Communication’ - Towards a ‘Fuzzy Information Theory’, 2009.

Semiosis and Semiotic

The science of relation of signs to their interpreters
6



GAP current protocols and effective communication

7

Semantic/Effective 
Communication

Available 
Communication 

Protocols

Traditional protocols
Optimized for high throughput/low delay,

Low loss (transmit all the data)

Real time monitoring/decision making
Goal-oriented performance criteria

• MTC is Loss resilient ! 
e,g. irrelevant data can be dropped from queues

• Future networks: AI-native
Exploit cognition introduced into the communication 

system for resilient and robust networking



MTC in 6G: we cannot ignore the gap

• Conflicting ambitious requirements

• One size fits all not possible

• Must rethink the end-to-end
communication system design

Sensing and NTN will be native in 6G
Further: Space Communications

https://news.samsung.com/global/samsungs-6g-white-paper-lays-out-the-companys-vision-for-the-next-generation-of-communications-technology
8



Effectiveness KPI Example: Age of Information

9

Source DestinationChannelQueue

Age is a composite measure of Throughput and Delay.

Traditional Approach
Throughput Maximization Delay Minimization

High 
source
rate

Low 
source
rate

No congestion
Minimum queuing: light buffers

Minimum idling: full buffers



Freshness 

Satellite IoT

Effectiveness KPI Example: Age of Information

Satellite IoT

Terrestrial 
localization 
and tracking

Remote Monitoring and Control

monitor

network

controller

Automated Vehicles

Satellite 
IoT



Effectiveness KPI example: Age of Information

Book Chapter: 
Age of Information In Practice 
[Uysal, Kaya, Baghaee, Beytur,
2023]

Conference presentations:
[Guloglu, Baghaee , Uysal 2021]

[Beytur, Baghaee, Uysal 2020]

[Beytur, Baghaee, Uysal 2019]

[Sonmez, Baghaee, Ergisi, Uysal
2018]

[Sert, Sönmez, Baghaee, Uysal
2018]

[Baghaee, Beytur, Uysal 2019]



• Ultra-Reliable Low Latency Communication (URLLC) : 
Ø high reliability (e.g., > 99.999%) 
Ø 1 ms delay 

• One “umbrella” to satisfy almost all MTC applications
currently envisioned

• Same requirements to be followed in 6G?

URLLC- the right approach? URLLC – The Right Approach?



Low Latency: neither necessary nor sufficient!

● In cyber-physical systems timeliness cannot be captured with low latency alone

● Consider eMBB and URLLC coexistence
● High rate vs intermittent critical updates
● Low latency ⇒ reserved slots ⇒ over-provisioning

Latency 1.1 ms 1.1 ms

Sampling period 1 ms 0.1 ms
Peak Age 2.1 ms 1.2 ms

Not
sufficient!

Unnecessary!

Low Latency: Neither necessary nor sufficient!       



Semantic communication: a data significance perspective, 
Uysal et al., IEEE Network 2022

Part II: Semantic Communication
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Semantic Communications in Networked Systems: A Data Significance Perspective
(to appear, IEEE Network. ) 
Elif Uysal, Onur Kaya, Anthony Ephremides, James Gross, Marian Codreanu, Petar Popovski, Mohamad Assaad, Gianluigi Liva, Andrea 
Munari, Touraj Soleymani, Beatriz Soret, Karl Henrik Johansson

A vision for a Semantic-Aware Communication and Networking was developed in two joint FET-Open Proposals in 2019-20:

IEEE Network • July/August 20221 0890-8044/22/$25.00 © 2022 IEEE

ABSTRACT

We present our vision for a departure from 
the established way of architecting and assessing 
communication networks, by incorporating the 
semantics of information, defined not necessarily 
as the meaning of the messages, but as their sig-
nificance, possibly within a real-time constraint, 
relative to the purpose of the data exchange. We 
argue that research efforts must focus on laying 
the theoretical foundations of a redesign of the 
entire process of information generation, trans-
mission, and usage for networked systems in uni-
son by developing advanced semantic metrics for 
communications and control systems; an optimal 
sampling theory combining signal sparsity and 
timeliness, for real-time prediction/reconstruc-
tion/control under communication constraints 
and delays; temporally effective compressed 
sensing techniques for decision making and infer-
ence directly in the compressed domain; and 
semantic-aware data generation, channel coding, 
packetization, feedback, and multiple and ran-
dom access schemes that reduce the volume of 
data and the energy consumption, increasing the 
number of supportable devices. This paradigm 
shift targets jointly optimal information gathering, 
information dissemination, and decision making 
policies in networked systems.

INTRODUCTION
The cornerstone of the evolution of communica-
tion systems since the 1940s has been the par-
adigm that humans choose the data, while the 
network ensures its correct, and to some extent 
timely, delivery. Today, communication networks 
are evolving from being highly optimized to deliv-
er data to humans toward modes that cater for 
autonomous interactions among machines and 
things. This is aligned with recent research initia-
tives on 6G and other beyond 5G systems, as well 
as the projected growth of the Internet, which 
is expected to be dominated, in terms of both 
the number of nodes and economic capacity, by 
networked applications generating machine-type 
data. These real-time systems are driven funda-
mentally by the necessity to automate decisions in 
a sense-compute-actuate cycle. Scalable support 
for such systems depends on what we refer to 
as “semantic communication”: the provisioning 

of the right and significant piece of information 
to the right point of computation (or actuation) 
at the right point in time, a notion that carries 
elements from Level B and C communication 
problems proposed by Weaver [1]. However, to 
date the theoretical basis for semantic commu-
nication is incomplete, because in classical data 
communication “the right or significant piece of 
information” is not defined; nor is the process of 
information generation factored into the commu-
nication process. The goal is to reliably transmit a 
given data stream in its entirety as fast as possible. 
This approach can be dramatically wasteful for 
applications that require only selected parts of 
the information in the data stream. Consider the 
following two examples.

Sparse Sampling in Remote Estimation: In 
smart manufacturing systems, the states of plants 
often need to be transmitted to remote cen-
ters for estimation. However, communication 
between plants and centers can involve random 
delay. In this case, it has been shown that the esti-
mation performance, measured by mean square 
error (MSE), can be improved by orders of mag-
nitude using process-aware sparse sampling as 
opposed to uniform sampling [2]. This promises 
significant reduction in sampling rate and energy 
expenditure on the device side, critically import-
ant for low-power/energy harvesting sensors such 
as Internet of Things (IoT) nodes. It furthermore 
reduces network resource consumption.

Timely Consensus among Autonomous Vehi-
cles: In intelligent transportation systems, nego-
tiation for timely consensus among autonomous 
vehicles about intended maneuvers is essential 
to avoid collisions. This is vital in unforeseen sit-
uations (e.g., the sudden appearance of pedestri-
ans). Semantic-aware transmission, which respects 
the time-dependent value of the messages, can 
enable the network to prioritize the information 
flow efficiently while meeting safety demands.

Other applications relying on real-time decision 
making, such as smart grids and networked con-
trol, also demand a restructuring of the communi-
cation process. In all these cases, overprovisioning 
stemming from the generation and transmission 
of “raw” data streams creates enormous data vol-
ume, leading to network bottlenecks. These bot-
tlenecks, if left unresolved, will severely limit the 
growth and utility of networked systems. To date, 

Semantic Communications in Networked Systems: A Data Significance Perspective
Elif Uysal, Onur Kaya, Anthony Ephremides, James Gross, Marian Codreanu, Petar Popovski, Mohamad Assaad, Gianluigi Liva, Andrea Munari, Beatriz Soret, 
Touraj Soleymani, and Karl Henrik Johansson

ACCEPTED FROM OPEN CALL

Digital Object Identifier:
10.1109/MNET.106.2100636

Elif Uysal is Middle East Technical University (METU), Turkey; Onur Kaya is WITH Isik University, Turkey; Anthony Ephremides is with the 
University of Maryland, USA; James Gross and Touraj Soleymani are with KTH Royal Institute of Technology, Sweden;  

Marian Codreanu is with Linkping University, Sweden.; Petar Popovski is with the University of Bremen; Mohamad Assaad is with the  
University of Paris-Saclay, France; Beatriz Soret is with Aalborg University, Denmark, and also the University of Malaga, Spain;  

Gianluigi Liva and Andrea Munari are with the German Aerospace Center (DLR).
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End-to-end 
effectiveness



End-to-end Goal-Oriented Communication Architecture

• New effectiveness measures and metrics that define them. 
• Develop goal-oriented link, transport and application layer principles in concert
• Relax the exogeneous data arrival assumption

• Non-uniform process-aware sampling.
• New communication protocol principles tailored for information flow in networked control systems.

15



Semantic Attribute: Relevance

• Remote Tracking from Samples sent over a 
network with delay

• Measurements of a process/images/video 
sent for remote estimation/ AI, etc
• Separate handling of sampling, encoding and 

transmission -> highly suboptimal
• Optimal sampling and transmission:
Generate At Will, based on Age, delay statistics,
and the state of the process

16

[Sun Polyanskiy Uysal 2019]



Semantic Attribute: Value- VoI

• Relevance: source based 

• Value: the value of the next 
source sample to the point of 
computation. 

• (VoI) : difference between the 
benefit of having this sample 
and the cost of its 
transmission. 

• VoI >0 18 times out of 500 -> transmit control signal.
• VoI based (blue), periodic with same number of transmissions (red).

T. Soleymani, Value of Information Analysis in Feedback Control. Ph.D. Thesis, Technical University of Munich, 2019. 17



Semantic Attribute: Freshness & Relevance -AoII

• Combines aging and accuracy 

• E.g. application in video streaming: an AoII-
based transmission policy reduces the 
distortion with respect to AoI-based and 
conventional error-based policies. 

A. Maatouk, M. Assaad, T. Ephremides. The Age of Incorrect Information: an Enabler of Semantics-Empowered 
Communication, 2020

18



Semantic Attribute: Freshness & Value: QAoI

AoI Optimization
• Worse Performance
• Wasteful

QAoI Optimization
• Better freshness
• Fewer transmissions

[Ildız et al 2021] • Pull based systems.
• Eg. Satellite IoT

• GEO: Periodic Query instants, constant coverage
• LEO: Intermittent connectivity with some blind 

slots, yet predictable query times.
• Best to send right before query time, but perhaps 

allowing enough time for retransmission.



“Update-or-Wait” vs “Pull-or-Wait”

*

• Equal, for Poisson queries (Ildız et al 2021)
• PoW dominates (Ildız et al 2022) for
- periodic queries, or
- Constant delay
• General problem open



PoW dominates UoW in terms of performance



Remote Inference

*Shisher, M. K. C., & Sun, Y. (2022, October). How does data freshness affect real-time supervised learning?. In Proceedings of the Twenty-Third International
Symposium on Theory, Algorithmic Foundations, and Protocol Design for Mobile Networks and Mobile Computing (pp. 31-40).

The function ℎ is task-specific and not necessarily monotone
Scheduling policy optimizes inference performance using AoI as an intermediate parameter.

Selection From Buffer (Shisher & Sun 2022)



IID transmission delay & delay-free feedback

*Shisher, M. K. C., & Sun, Y. (2022, October). How does data freshness affect real-time supervised learning?. In Proceedings of the Twenty-Third International Symposium on Theory, Algorithmic
Foundations, and Protocol Design for Mobile Networks and Mobile Computing (pp. 31-40).

Buffer contains the most recently sampled 𝐵 packets
(𝑋!, 𝑋!"#, … , 𝑋!"$%#) at any time slot 𝑡.

An optimal scheduler on the transmitter side must
determine (i) when to submit a packet to the forward
channel and (ii) which packet in the buffer to submit.

In case of IID transmission delay and immediate
feedback, index-based threshold policy:

Whenever (i) the index function

exceeds a threshold, and (ii) the channel is idle, the
scheduler should submit a packet.

Selection from Buffer (SFB)



Variable transmission & feedback delay

In this case, the solution is an index-based threshold policy
where the index varies based on the scheduler’s
knowledge of the memory of the delay:

Two forward channel
states 0 and 1.

𝛼 = 𝑝&# + 𝑝#&

𝑝&# = 𝑝#&

𝛼 = 1 implies that the
forward channel is iid.

As 𝛼 gets away from
1, the memory
increases.

SFB under variable delay [Ari, Shisher, Uysal, Sun 2023]



Applications of link layer freshnessProduct development

Satellite IoT Terrestrial IoTNTN

Goal Oriented Communication entering products
•Startup: FRESHDATA Technology

•Products and IPR development targeting LoRa Alliance, 3GPP 

https://scholar.google.com/citations?view_op=view_citation&hl=en&user=GRHYG9MAAAAJ&sortby=pubdate&citation_for_view=GRHYG9MAAAAJ:Y5dfb0dijaUC


Broader Applications: Sustainable Urbanization

•SUIT (Sustainable Urbanization 
through Innovative Technologies)
http://suit.metu.edu.tr/

•Consortium of universities, 
research labs, companies

•11 projects – all spinning off from 
FRESHDATA

http://suit.metu.edu.tr/


Thank you, from the CNG team
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